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Abstract—Distributed and renewable-energy resources are
likely to play an important role in the future energy landscape as
consumers and enterprise energy users reduce their reliance on the
main electricity grid as their source of electricity. Environmental
or ambient sensing of parameters such as temperature and hu-
midity, and amount of sunlight and wind, can be used to predict
electricity demand from users and supply from renewable sources,
respectively. In this paper, we describe a Smart Grid Cyber-
Physical System (SG-CPS) comprising sensors that transmit real-
time streams of sensed information to predictors of demand and
supply of electricity and an optimization-based decision maker
that uses these predictions together with real-time grid electric-
ity prices and historical information to determine the quantity
and timing of grid electricity purchases throughout the day and
night. We investigate two forms of the optimization-based deci-
sion maker, one that uses linear programming and another that
uses multi-stage stochastic programming. Our results show that
sensing-driven predictions combined with the optimization-based
purchasing decision maker hosted on the SG-CPS platform can
cope well with uncertainties in demand, supply, and electricity
prices and make grid electricity purchasing decisions that success-
fully keep both the occurrence of electricity shortfalls and the cost
of grid electricity purchases low. We then examine the computa-
tional and memory requirements of the aforementioned prediction
and optimization algorithms and find that they are within the
capabilities of modern embedded system microprocessors and,
hence, are amenable for deployment in typical households and
communities.

Index Terms—Cyber-Physical System (CPS), distributed
embedded system, energy management system, optimization,
sensor networks, Smart Grid.

I. INTRODUCTION

HERE HAS been significant interest in Cyber-Physical

Systems (CPSs) in recent years [1]. CPS refers to systems
which have a tight coupling between the digital and physical
worlds and comprises sensors which measure, and actuators
which affect, processes in the physical world, together with
the necessary computational and networking architecture and
information processing algorithms. Although CPS was initially
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of interest in the defense and security domains, it is increasingly
viewed that CPS can play an important role in civilian and
commercial domains, especially in a world grappling with
climate change and concerned about improving sustainability
and efficiency in a wide range of activities. Examples are energy
management at the household, community, and regional levels
and congestion management in transportation systems.

In order to reduce the production of greenhouse gases from
traditional power-generation plants, there is increasing interest
in generating electric power from renewable-energy sources
such as solar and wind. Frequently, these renewable-energy
sources need to be integrated with and supplement the main
electricity grid. However, the power output from renewable-
energy sources are affected by dynamic environmental condi-
tions such as the changing intensity of sunlight and wind speed.

The Smart Grid with enhanced communication and sensing
capabilities [2] enables closer real-time interaction between en-
ergy producers and users, e.g., through the Advanced Metering
Infrastructure (AMI), and facilitates the control and integration
of renewable-energy sources to the main grid. These capa-
bilities go beyond those of the existing Supervisory Control
and Data Acquisition (SCADA) systems presently employed
for distribution automation and in distribution management
systems. In the area of sensing, we distinguish between sensing
for control, e.g., the status of various power systems equipment
and the power flows between them, and ambient sensing, with
the latter, typically in the form of wired and wireless sensor
networks which sense various environmental phenomena, being
the focus of this paper.

Related to the Smart Grid, demand response schemes, in
which users are given incentives to reduce their energy use
during peak periods, are being considered by utility companies.
The rationale behind demand response is that the production
of energy to meet the peak demand either exceeds the available
generation or transmission capacity, or the costs, both monetary
as well as in terms of impact on the environment, of producing
this higher amount of energy would be significantly higher
since the generating equipment would need to operate outside
their efficient operating regions.

Demand response schemes have had limited success so
far [3]. This is mainly due to the difficulty in tailoring static
incentives or tariffs to achieve the desired level of energy
consumption from users whose energy demands are different
and affected by many factors, and which are also variable over
time. Charging users dynamic real-time prices in a fair manner
would be an enhancement over the static schemes.

Understanding the underlying causes behind user demand
would enable better design of demand response schemes. This
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is where information from ambient sensing can make a dif-
ference since users’ energy demands are not totally random.
For example, on a hot day, energy demand is likely to be
high since many people will turn on their air conditioners.
Furthermore, they are likely to ignore signals to reduce energy
consumption under these conditions. Apart from its usefulness
for the demand side, ambient sensing can also provide valuable
indications from the perspective of the supply side, such as the
expected power output from renewable-energy sources under
various ambient conditions.

Ambient sensing has been employed in building energy
management systems [4], typically to detect the level of oc-
cupancy in different areas of the building so that lighting,
heating, ventilation, and air conditioning can be turned on at
the appropriate level at each area in order to conserve energy.
Our focus in this paper is different in that we make use of
ambient sensing achieved through a CPS at the household and
community levels to predict user demand and electricity supply
from renewable sources, and then make decisions on when and
how much electricity each household should purchase from the
main grid based on these predictions.

The rest of this paper is organized as follows. In Section II,
we describe a Smart Grid CPS (SG-CPS) and the functional
components within it. In Section III, we describe methods to
predict the demand and supply of electricity and formulate
prediction-based energy purchasing schemes. In Section IV, we
propose optimization-based methods for making energy pur-
chase decisions using linear programming (LP) and multi-stage
stochastic programming (SP). Section V evaluates the perfor-
mance of these methods by examining the costs and shortfalls!
that occur and the grid purchase quantities. Section VI analyzes
the system performance in terms of computation time and
memory requirements and assesses the feasibility of running
the aforesaid algorithms on an embedded energy management
system. Finally, Section VIII presents concluding remarks.

A. Contributions

The contributions of this paper are threefold.

1) Use of ambient sensors in a CPS to enable the real-time
prediction of the following: a) electricity output from
renewable-energy sources and b) electricity demand in a
household or community.?

2) Development of an optimization-based grid electricity
purchasing decision maker that uses LP or multi stage
SP to make decisions with look-ahead which result in
a significant reduction in the occurrence of electricity
shortfalls while keeping the cost of purchasing electricity
from the grid low.

3) Analysis of the computational and memory costs of the
prediction and purchasing decision algorithms to evaluate

IThese shortfalls are not outages as there is no interruption to the user. It
simply means that the electricity from renewable-energy sources and storage
are not enough to meet the requirements of the user at that moment, and some
electricity has to be purchased from the main grid, as is done all the time in
conventional electricity grids.

2Smart meters in the AMI can measure load in real time but usually do not
attempt to predict future load.

the feasibility of realizing the entire SG-CPS scheme on
an embedded energy management system.

Optimization methods using LP and SP have been used
by electricity-generation companies to determine electricity-
generation schedules [5] and manage energy portfolios [6].
Typically, generation dispatch management and power flow
optimization are done on a day-ahead basis based on the data
from SCADA systems. In this paper, we consider the case of
making real-time electricity purchasing decisions at every time
interval, e.g., hourly, using several techniques, including LP and
SP, in a home or community setting in which renewable-energy
sources and ambient sensing facilities are available.

II. SG-CPS ARCHITECTURE

The system architecture of the SG-CPS which we have de-
signed and prototyped is shown in Fig. 1. SG-CPS can operate
either at the individual household level or at the community
level comprising several households.

The objective of SG-CPS is to make decisions on the quantity
and timing of grid electricity to purchase, taking into account
the power-generation output of renewable-energy sources in
the household or community, such as photo-voltaic (PV) cells
capturing solar energy and wind turbines (WTs) capturing wind
energy, as well as the electricity demands of the household or
community.

The price of grid electricity changes in real time as it reflects
the demand and supply conditions of the electricity market [7],
[8], as well as the costs of generation, e.g., fuel prices, faced by
the generating company. The real-time grid electricity prices
and purchasing transaction system are accessible by the SG-
CPS through a secure Internet connection.

We consider the operating scenario whereby a grid electricity
purchasing decision, in terms of the quantity of grid electricity
required throughout the duration of a fixed time interval, has
to be made at the beginning of the time interval. The cost of
the transaction is based on the real-time price of grid electricity
when the purchase is made.

There is an energy storage device in the form of a high-
capacity battery bank which can supply some amount of energy
when there is a temporary shortfall, which happens when the
actual electricity demand is greater than the electricity supply
from the renewable-energy sources. The energy storage device
is also useful for storing energy when there is a surplus.

Since the electricity demand in the household or community
and supply from renewable-energy sources throughout the time
interval cannot be known in advance, these two quantities need
to be predicted at the start of the time interval when the elec-
tricity purchasing decision needs to be made. The predictions
are made by the demand predictor and supply predictor.

The supply predictor receives real-time sensing data streams
from sunlight and windspeed sensors and uses a model of
electricity supply from PV and WT renewable-energy sources
under different conditions.

As mentioned in Section I, we also use information from am-
bient sensors, in particular, real-time sensing data streams from
temperature and humidity sensors, to predict users’ electricity
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Fig. 1. Architecture of SG-CPS.

demands. The demand and supply predictors will be described
in greater detail in Section III.

The predictions of demand and supply based on real-time
sensor information and historical data, and the current and
historical real-time price of grid electricity are fed into a grid
electricity purchasing decision maker that not only tries to
satisfy immediate needs but also projects into the near-term as
well. This decision maker will be described in greater detail in
Section IV. As mentioned above, the grid electricity purchasing
decision is made at the start of the time interval and entered
directly into the grid electricity purchasing transaction system.

The aforementioned components are implemented in an SG-
CPS prototype system (see Fig. 1) with sensing data streams
feeding into a computer with MATLAB installed, on which
the demand and supply predictors and the grid electricity pur-
chasing decision maker execute to work out the grid electricity
purchasing decisions. On the physical world side of the total
CPS picture, the computer is connected to a power electronics
controller which regulates electrical energy flow between the
main electricity grid, renewable-energy sources, storage, and
the electrical loads in the household or community. Examples
of these loads are household appliances like refrigerators, air
conditioners, and heaters. The actual energy consumed by these

real-time grid eledtricity price

electrical loads, or the actual demand, can be measured using
smart meters. The power electronics controller also contains
switches or relays that can either connect the entire household
or community, or specific types of loads, to the main grid in the
“connected” mode of operation, or isolate them from the main
grid in the “islanded” mode of operation.

Our eventual goal is to reduce the system requirements from
a computer to an embedded energy management system with
a smaller footprint that can be deployed in a cost-effective
manner in typical households and communities.

III. DEMAND AND SUPPLY PREDICTION

We consider the situation in which a decision on the quantity
of electricity to purchase from the main grid needs to be made
at the start of every time slot, for example, of 1-h duration.

A basic method for a customer to make this decision is to
assume that the demand and supply throughout a particular
time slot under consideration would be the same as the actual
demand and supply throughout the previous time slot. Taking
into account the current available storage energy, the customer
then purchases the shortfall, if any, from the main grid. This
basic method, which we shall refer to as the baseline method,
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has drawbacks as it does not take into account the volatile
demand and supply conditions.

In the following sections, we describe prediction methods
for demand and supply which utilize historical information as
well as ambient sensing information in order to achieve more
accurate predictions. Although there are fairly advanced models
for predicting user demand patterns, e.g., [9], and predicting
supply from renewables, e.g., [10], [11], we restrict ourselves
to relatively simple prediction and energy storage models in our
approach since our goal is to execute these models in real time
on low-cost embedded energy management systems installed at
each household or community.

A. Demand Prediction

A demand or load prediction method is needed as it is unreal-
istic to assume that users know their future household electricity
requirements and can indicate this to the energy management
system. First, and in general, users use energy either in reaction
to dynamic environmental circumstances or spontaneously out
of their own needs or mood. However, users also have habitual
usage behaviors which give rise to patterns that can be exploited
for demand prediction [12]. Second, most users would find it
laborious to estimate their energy consumption and decide on
the amount of electricity to purchase in each, e.g., hourly, time
slot of the day.

In this section, we describe two prediction methods of user
demand which are effective and have low computational re-
quirements. One method is called history-based (HB) predic-
tion, which predicts the demand on day N + 1 in time slot
1 to be the average of the actual demand over the previous
N days, i.e.,

. 1 Y
dus(N +1,1) = - > d(l,i). ()

=1

The other method is called sensing-driven SD prediction
which, in addition to using historical data, also uses temperature
and humidity sensor readings. The rationale is that the demand
is affected by weather conditions which can be measured using
ambient sensors. The following model can be viewed as a
simplified form of the model proposed in [9] which incorpo-
rates temperature and humidity to predict household electricity
demand.

Denote by fp(l,t) the sensor reading of room tempera-
ture and by h,(l,t) that of humidity (converted into relative
humidity, RH [13]), on day [/ at time t. Denote the tuple
(t,(1,1), hy(1,1)) by x(I,t). SD prediction interpolates the
demand dsp (N + 1,) based on historical samples d(,) and
sensor readings x (I, t) where ¢ is at the start time of slot 4, using
Shepard’s method [14], as follows:

dsp(N +1,i) = ZM

1=1 Z;V:1 wj (X)

where w;(-) is a weighting function with its classic form
wi(x) = [|x —x]| 7P, x is x(NV + 1,t), and x; is x(I,¢) for
simplicity of notation, || - || denotes the Euclidean distance, and
p € R* is a power parameter chosen by the user. We do not use

2)

this classic form but use a modified form that has been found
by Franke and Nielson [15] to give superior results:

(Ruw — Ix = i), 1?
Ry - ||x — x|

wy(x) = 3)
where (-)4 is the non-negative operator and R, is a radius
of influence about each sample point, which excludes sample
points that are far away from the point of interest x.

B. Prediction of Supply From Renewables

We consider a household or community with renewable-
energy sources, e.g., a solar PV system and a WT system, as
well as energy storage, e.g., a battery bank. The PV system
converts sunlight into electricity, and the WT system converts
the kinetic energy of wind into electricity. Energy storage in the
form of a battery bank is typically used together with PV and
WT systems, and can serve as a secondary electricity supply.

The household uses the PV and WT systems as the primary
electricity supply and, when it is not sufficient to meet the
demand, resorts to the storage as the secondary supply. If it
is still short of supply, the household will purchase electricity
from the main grid as the last resort. At any time, if there is
a surplus (either from the renewable sources or over-purchase
from the main grid), it will be used to charge the storage.

Note that, when electricity prices are low and high demand
is expected, the user may also overbuy electricity from the
grid and store the surplus for future use. This motivates an
intelligent energy purchasing scheme that uses demand and
supply predictions, which is investigated in this paper.

1) Modeling Renewable-Energy Sources: The power con-
version process of a solar PV system can be modeled [16] as

where P is the output electric power from the solar PV, 7 is
the energy conversion efficiency, F is the sunlight irradiance,
and A, is the total surface area of all the solar cells on the solar
panel.

Although there are more advanced models for estimating the
power output of a solar PV system, e.g., [10], that include ad-
ditional factors such as weather condition, PV tilt angle, clock
time, date of the year, and ambient temperature (or PV skin
temperature), the model based on (4) above captures the most
significant factors and is sufficient to give a good approximation
of the power output of the solar PV system.

The power conversion process of a WT system can be
modeled [17] as

1
Py = 5pAu’C, ®)

where P, is the output electric power from the WT, p is the air
density, v is the wind speed, C), is the power coefficient which
is subject to the Betz limit of 0.593, and A,, is the swept area
of the turbine which can be calculated as A,, = 72 where r is
the length of the turbine blades.

Similar to the case for solar PV above, there are more
advanced models for estimating the power output of a WT
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system, e.g., the model in [11] is more accurate when the wind
speed exceeds certain limits. However, the model based on (5)
captures the salient factors and is sufficient for our purpose.

Ambient sensing techniques can be used to determine the
sunlight irradiance and wind speed, which, together with the
PV and WT models above, enable the prediction of the power
that can be provided by the renewable-energy sources.

2) Renewable Supply Prediction: Solar and wind sensor
readings are captured at the start of each time slot, for example,
1, and converted into sunlight irradiance ES(Z) and wind speed
0(i) quantities, respectively.

The total power supply from the renewable-energy sources
can then be predicted in an SD manner using (4) and (5), as
follows:

1 ~
Ssp(t) = 5pAw ()Cy + nEy(i) As. (6)

3) Modeling Energy Storage: Next, we model energy stor-
age in a battery bank. The discharging process of a lead-acid
battery follows Peukert’s law [18]:

Cy, = I*At

where C} is the battery capacity (in A - h), I is the discharge
current, At is the discharging period (in hours), and k is the
Peukert constant which typically ranges between 1.1-1.3. The
charging process is determined by both the charging cycle time,
denoted by 7, and charging efficiency, denoted by 7. Letting
S(t) be the residual battery storage at time ¢, we have S(t +
At), shown at the bottom of the page. In the case of discharging,
P, is the output power from the battery at the operating voltage
of the appliances in the residence, i.e., 230 V in the EU and
Singapore, or 110 V in the USA. In the case of charging, Siax
is the maximum storage of the battery, T, is the full charging
cycle time, E.(At) is the charging electrical energy provided
during At, 7. is the charging efficiency which, commonly
taken to be 75%, is the product of net coulomb efficiency
and voltage efficiency. The charging case is an approximation
because an exact characterization involves various material and
environmental factors which lead to a more complicated model.
This approximation suffices when At is small, such as half- or
1-h periods.

C. Prediction-Based Energy Purchase

Based on the predicted demand and supply, the amount of
electricity to purchase from the main grid at the beginning of
time slot ¢ can be determined according to the following:

1

Qb (i) = max {0, d(i) — 3sp (i) — S(i)z} )

where we omit the day index N + 1 for clarity, S(i) is the
storage quantity at the beginning of time slot ¢ (or, equivalently,
the end of slot 7 — 1), and k is the Peukert constant as in
(7), shown at the bottom of the page. Intuitively, this method
purchases the amount that the predicted demand exceeds the
predicted supply from the renewables and the storage. We shall
refer to this as the HB or SD decision method according to
whether d(i) is taken to be dyp (i) or dsp ().

While being an improvement over the basic baseline method
mentioned earlier, the HB and SD decision methods are still
“myopic” as they only look ahead into the future by one time
slot. Due to the dynamic nature of real-time grid electricity
prices, it may be advantageous to overbuy electricity when
the price is low and stock the surplus in the energy storage
for future use when the price becomes high. Hence, it would
be beneficial to design better decision methods that take into
account price information and look further ahead into the
future. These aspects will be addressed in the next section.

IV. OPTIMIZATION-BASED PURCHASING
DECISION METHODS

Our goal is to design a purchasing decision method that
minimizes the cost of purchasing electricity from the main grid
while also minimizing the occurrence of shortfalls. A shortfall
happens when supply from renewable sources and storage plus
the purchased amount from the main grid at the start of the time
interval is insufficient to meet the actual user demand. Note that
a shortfall may arise in the middle of a particular time slot,
while the purchasing decision had to be made at the beginning
of the time slot. When a shortfall arises, electricity is tapped
from the main grid to fulfill the user’s demand, i.e., there is no
outage, but a penalty in the form of a substantially higher grid
electricity price will be imposed for the amount supplied from
the main grid to meet the shortfall.

In this section, we describe the design of two optimization-
based energy purchasing decision methods. A salient feature in
these methods is the use of predictions of demand, supply, and
grid electricity prices in future time slots. These predictions are
the following.

1) The demand and supply predictions for the current time
slot use SD prediction [(2) and (6)] based on current
sensor readings.

2) The demand and supply predictions for future time slots
use HB prediction [(1) and (9)]:

1
sup(N +1,0) = = > (L), ©)
=1

where s(I, ) is the actual supply from renewable-energy
sources on day [ and time slot 4.

max {S(t) — PFAt, O} ,

S(t+ At) = { min { S, S(¢) + min { Sge= AL, Eo(At) |}, when charging.

when discharging,

(7
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3) The price prediction for future time slots will also use HB
prediction in a way similar to (1) and (9).

Note that the current grid electricity price is provided by the
utility company, as shown in Fig. 1.

The goal mentioned above is formulated into objective func-
tions with constraints that take into account all available in-
formation, i.e., physical limits, sensor measurements, historical
data, and future predictions. Thereafter, LP and multi-stage
SP optimization techniques are used to solve them in order
to determine the quantity of grid electricity to purchase at the
start of the present time slot. These aspects will be discussed in
the remainder of this section. The computational and memory
requirements of these decision methods will be examined in
Section VI.

A. LP-Based Decision Method

We first derive a purchasing decision method based on LP.
In the next section, we shall extend the model to deal with
uncertainties in demand and supply predictions.

Given vectors d and § of predictions of demand and supply
and assuming that the predictions are accurate, purchasing
decisions can be determined by solving the following linear
program:

T
minimize Z p(i)
i=1

QP.4(i) (10)

s.S(i) + QP (6) + 5(1) > d(i) + S(i+1) (11)

S(i+1) = S(i) < Smax/Te (12)
S(i) < Smax
ng]?rid(i)75(i) >0, Vi=1,2,...T (13)

where 7 is the index of a time slot (we consider 1-h time slots),
T is the look-ahead horizon, ngd () is a decision variable
corresponding to the grid purchase quantity at the beginning
of period 4, and p(7) is the price per kilowatt-hour of electricity
from the grid at time slot ¢. In this model, apart from (12), we as-
sume that battery charging and discharging processes are fully
efficient (i.e., Peukert constant £ = 1 and charging efficiency
1. = 1); otherwise, the formulation will involve mixed-integer
non-LP.

Constraint (11) together with (13) in the above formulation
imply that whenever the storage reaches the maximum capacity
Smax, any energy surplus is dissipated. The constraint (11) and
the objective function (10) imply that demand d(i) is always
satisfied for all ¢, and moreover, it will always be satisfied
by purchasing the minimum amount of ngd( i). On the other
hand, by being prescient on future demand and supply, the
model w111 try to exploit the available storage by purchasing
more Q7 aria (1) whenever the price p(i) is low.

The algorithm is outlined below, which is executed once at
the beginning of every time slot.

Algorithm 1 LP-based Decision Method

Input: current (day N + 1, time slot ¢, time ¢; (start of time
slot 7)) sensor readmgs Es,v tp,hu, historical sensor
readings of #,(l,t;), hy(l,;), historical demands d(, 1),
l=1,...,N,and storage S( )

Output: gr1d purchase quantity @ grld( i)

1: compute d(i) according to (2)

2: compute d(i 4+ 1),d(i +2),...,

to (1)

compute 5(7) according to (6)

4: compute $(i +1),5(i +2),...,
to (9)

5: run LP solver to solve (10) to determine Q

d(i + T — 1) according

W

§(i +T — 1) according

grid

6: return Q' arid

B. Multi-Stage SP-Based Decision Method

The LP-based decision method relies on highly accurate
predictions of future demand and supply which are difficult to
achieve in practice. The effects of inaccurate predictions can
be significant: For example, if the actual demand minus supply,
d(i) — s(i), is larger than what is predicted, i.e., d(i) — §(i),
and if this persists until the storage runs out, a shortfall will
occur.

In order to handle uncertainties arising from the use of
predictions, we utilize multi-stage SP [19] which is able to
take posterior recourse actions to compensate for inaccurate
predictions.

For clarity of exposition, variables henceforth will be indexed
explicitly by ¢; (instead of ¢) which is the beginning time of
time period 7. That is, since the actual, i.e., the realization of,
demand and supply are only available at the end of period ¢ (or
the beginning of period ¢ + 1), the corresponding variables will
be indexed by t;11, i.e., d(t;y1) and s(t;+1). Let {F ()}~
be a filtration generated by past decisions made up to time ¢;
and past realizations of demand and supply up to time ¢;. This
means that Qg (t;) € F(t;) and d(t;), s(t;) € F(t;). At t;,
we make a decision of Q° gri P.4(t;) based on information up to
time ¢;, that is, Q° eri P.1(t;) is non-anticipatory, and we say that it
is adapted to F(¢;).

We define the disutility experienced by the user at period ¢ as

= p(ti)Qgria(ti) + F - p(ti)(tis1)

where F' > 1 is a penalty factor and (¢;11) is the electricity
shortfall that occurred during period 7 (realized at time ¢, 1).
Here, ¢ (t;+1) € F(t;4+1) since it relies on the decision of
Qgna(t;) (at the start of period 7) and realization of supply and
demand, s(t;+1) and d(t;41) (at the end of period 7).

Let us first consider a one-period problem for find-
ing Qpriq(t;) at time t;, ie., two-stage SP. We mod-
ify (1) t0 S(t;) + Qgria(ti) + ¥ (tir1) + s(tiv1) = d(tir) +
S(t;i+1), and after rearranging, we obtain

S(t:) + Qgnia (i) + ¥ (tir1) —

Disutility(¢;) (14)

S(tit1) = X(tiyr)  (15)



THAM AND LUO: SENSING-DRIVEN ENERGY PURCHASING IN SMART GRID CYBER-PHYSICAL SYSTEM 779

where the storage S(t;) is known at time ¢;, X (¢;41) € F(ti1+1)
is a random variable denoting d(¢;y1) — s(t;+1) (which is
unknown at ¢;), and S(¢;41) and v (t;41) are both in F(t;41).
We model X (¢;41) as a normally distributed random variable
with mean E[X (t;11)] = X (tiy1) = d(t;) — 3(t;). Assuming
independence between actual demand and actual supply, we
also have the variance of X (¢;41), which is estimated from
historical data, as follows:

Var (X (tiy1)) =

mewmmﬂ<m

The two-stage stochastic program for the above model is
formulated as

minimize p(t;)Qgnq(ti) + F - p(t;)E [1h(tis1)]
s.t.S(t:) + gmd( i) +¥(tiv1) — S(tiv1) = X(tig1)
S(ti1) — S(ti) < Smax/Te

S(tit1) < Smax

Qania(ti), S(tiv1), ¥(tig1) > 0. (17)

If we assume that the random variable X (¢;1) is represented
by two samples with equal probability: X (t;11), = X (tiy1) +
dand X (t;+1)y = X (t;+1) — 0, where ¢ is chosen such that the

samples X (t;41); and X (¢;41), satisfy the above mean and
variance requirements, we now have the following formulation:

min p(1) Q1) + Fp(te) | 5o(tisn); + 50tisn),

2
st S(t:) + Qaria(ts) + ¥ (tit1); — S(tiv1); = X(tit1),
S(t:) + Qania (i) + ¥(tix1)y — S(tiv1)s = X(tiv1),
S(tiv1); — S(ti) < Smax/Te
S(tiz1)e — S(ti) < Smax/Te
S(tit1);

7S(ti+1)2 S Smax
Quria(ti)s S(tit1) 1, Y (tit1) 1, S(tig1)a, P(tiv1)y > 0.

That is, we have converted the problem into a deterministic
linear program by approximating from samples of X (¢;11). We
can increase the richness of the approximation by adding more
samples.

The extension of the two-stage problem above to a multi-
stage problem can be performed in a similar way by construct-
ing a scenario tree[20]. In this paper, we follow the technique
in [21] to construct the scenario tree. An optimization-based
decision method to determine the grid electricity purchase
quantity that takes into account the uncertainty in prediction
can then be determined in the following way:

1) Scenario Tree Construction: The scenario tree is an ex-
plicit representation of the randomness in X (¢;) as it evolves
through time. Since X (¢;) has non-finite support, we approxi-

4 period 1 t period 2 4
X(t3)s
P=0.25 W(t3)3
X(t2)1 B S(t3)3
S(t1) w(t2)1 l)U('t3)4

Sty
Qgrid(t2)1

X(tz)z

¥ty), P=025
S(ty)z

Qgrid(tz)z

Fig. 2. Example of a two-period scenario tree with each parent having two
child nodes.

mate it by discrete samples satisfying the same mean and the
same variance.

Fig. 2 shows an example of a typical scenario tree with two
child nodes for each parent node. The root node is node 0 which
represents the present time ¢;. At this node, the information
available to the user is the storage S(t), the prediction of
demand and supply, d(t1) and 3(¢1). Based on these, the user
is to make a decision on (gria(t1). The tree then branches to
node 1 and node 2 which represent all the possible realizations
of random variable X (t2): X (t2), and X (f2),. At this time
instance, depending on the decision made on Qgrid(tl), the
variables {1 (t2),, S(t2),} and {¥(t2)5, S(t2),} are revealed,
corresponding to the realization X (t2), and X (¢2),, respec-
tively. This reasoning can be similarly applied to the realiza-
tions of X (¢3) at time 3.

In order to prevent an exponential explosion in the number of
scenarios at the end of the look-ahead horizon 7', we divide the
periods into M segments {¢(k)}r=1,.. a where 1 < M < T
and the size of each segment are defined by

ifk <M,

if k=M. (18)

o) = { 17

72 (%] -
where | - | is the number of slots in the segment k. Branching
is only performed at the first period of each segment [21]. In
our implementation, the number of segments M = 4, and the
number of branches in each segment is 4.

2) Deterministic Linear Program: Having defined the sce-
nario tree, we are now ready to formulate a linear program to
find the best policy. Let n index all the nodes in the scenario
tree such that n = 0 is the root node. Let a(n) be the index of
the parent node of node n, P(n) be the probability associated
with that node, and L be the set of all leaf nodes of the scenario
tree. For example, in Fig. 2, we have a(5) = 2, P(5) = 0.25,
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and L = {3,4,5,6}. Since each node is distinct, we index the
previous variables using n in the new formulation.
Thus, the resultant linear program is formulated as follows:

min Y P(n)p(n)QLy(n)+F Y P(n)p(a(n))b(n)
Vn¢L VYn#£0
s.t. S (a(n)) +Qgriq (a(n))+1(n) —S(n) > X(n),Vn # 0
S(n)—S (a(n)) < Smax/Te,¥n #0
S(n) < Smax, ¥n # 0
S(n),¥(n) = 0,vn # 0
Qana(n) =2 0,¥n & L. (19)

Intuitively, this SP-based decision method takes into account
possible consequences of the decision made at each slot and, via
the programming, is able to take recourse actions to compensate
for inaccuracy in predictions. The corresponding algorithm is
outlined below.

Algorithm 2 SP-based Decision Method

Input: same as Algorithm 1
Output: grid purchase quantity Q° ari b0
1: same as Algorithm 1 lines 1-4
2: construct scenario tree according to Section IV-B1
3: run the LP solver to solve the converted linear program of
(19) to determine Q°%.
4: return Q°?

grid
grid

V. EVALUATION OF PURCHASING DECISION METHODS

We have developed the SG-CPS prototype system (shown in
Fig. 1 in Section II), in which the “cyber” side comprises a
computer with MATLAB at the core on which user demand and
renewable-energy supply predictions and purchasing decision
computations are done. This computer receives sensor feeds
from a variety of sensors and actuates a power electronics
controller. The parameters of the models used for demand and
supply prediction can be found in the Appendix.

Using this platform, we evaluate the performance of five
purchasing decision methods:

1) HB and SD: prediction-based, i.e., (8) taking dyp (i) and

dsp (i), respectively, for d(i).
2) LP and SP: optimization-based, i.e., LP and SP, methods
described in Section IV.

3) baseline: the basic method mentioned in Section III,

which adopts the following formula:

b (1) = max {0,d(t 1) = s(t = 1) - S()* }. 0)

A. Evaluation Results

The performance metrics are the following: cost of purchase,
shortfall, and disutility ((14)). For disutility, the penalty factor
F' (chosen as 2.0 here) together with p() reflects the surcharge

4 ! 3 T ! T : ! ! ! !
Lol [—e—hcua Demand
d : | —+—HB Demand
{ | —¥—SD Demand
31— Actual Supply

Electricity (KW)
]

05
0 i i i I 1 i i i 1 1 1
1 3 5 it g M 13 15 17 19 21 23
Time of Day
Fig. 3. Demand prediction on a single day.

for instantaneous electricity purchase from the main grid to
cope with a shortfall.

Before investigating the performance of all the methods, we
compare the accuracy of the HB and SD prediction methods for
user demand prediction (see Fig. 3). We see that SD prediction
follows the actual demand closely while HB prediction is
less accurate. The estimation errors for the two predictors are
computed by

1 24 R
= o Z ‘d(t) _
=1

and we obtain dgp = 24.01% and dsp = 9.26%, i.e., the SD
predictor is significantly better. Henceforth, the LP and SP
decision methods will use the SD predictor whenever possible,
i.e., when ambient sensor readings are available.

Next, we examine the performance of all the purchasing de-
cision methods in terms of the three metrics mentioned above.
Fig. 4 shows a clear decreasing trend of disutility as we move
from the baseline toward the HB, SD, LP, and SP methods.
The HB and SD methods achieve lower disutility than the
baseline method by taking advantage of historical information
(for demand prediction in HB) and sensor readings (for supply
prediction in both HB and SD, and demand prediction in SD)
to make more informed purchasing decisions. SD outperforms
HB due to its additional use of sensor readings in demand
prediction.

However, these two decision methods are still “myopic”
as explained in Section III-C. This is improved by the two
optimization-based decision methods, LP and SP, which look
ahead into future time slots. A look-ahead horizon of T' = 24
h was adopted. We see that the disutility is further reduced,
and the shortfall is substantially less than HB and SD, while
the cost is only marginally higher. Their performance benefits
come from overbuying electricity when the price is low and
using electricity from storage when the price is high. The
shortfall of LP and SP is not zero because prediction inaccuracy
is unavoidable, and the nonlinear battery model could not be
captured in the LP formulation, and an approximation had to

d t)‘ /d(t) x 100%
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Daily Cost ($)

Daily Shortfall (kvh) Daily DisUtility ($)
8 T

12 3 4 5 1

2 3 4 5 1

2 3 45

Fig. 4. Performance comparison of cost, shortfall, and disutility (decision
methods 1-5 are baseline, HB, SD, LP, and SP).
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Fig. 5. Grid purchase on a single day.

be used. Since there is prediction inaccuracy, SP outperforms
LP because SP has a higher tolerance of inaccuracy than LP, as
detailed in Section I'V-B.

Then, in Figs. 5 and 6, we examine the hourly purchasing
decisions of grid electricity and the storage variation on the
same day as that in Fig. 3. The hourly electricity prices shown
in Fig. 5 are based on Ameren Illinois [8] since the Singapore
EMC real-time prices [7] are applicable only to industrial and
commercial customers and not to households and communities.
Generally, a good decision method buys more when the price
is low and buys less when the price is high. Fig. 5 shows a
few instances when this happens. At 7 A.M., when the price is
highest for the day, all the schemes do not buy anything from
the grid, except baseline. At 11 P.M., when the price is lowest,
baseline does not take the opportunity to buy, but all the other
decision methods buy large amounts, with LP and SP buying
more than HB and SD. Another trend which is exhibited in the
storage (Fig. 6) is that LP and SP maintain a higher level of
storage than the other schemes. This is because LP and SP buy

=— Baseline |
. e
——5SD
V| —e—LP

Storage (Kih)

i i Y i Tl
1 13 15 1 23
Time of Day

Fig. 6. Storage on a single day.

substantial amounts of electricity in the early hours of the day
(starting from late night of the previous day) when the price is
at its lowest, which leads to continuous battery charging from 0
to 4 A.M., as can be seen in the figure.

VI. EVALUATION OF SYSTEM PERFORMANCE

In this section, we evaluate the computational complexity of
the methods discussed in the earlier sections of this paper, in
terms of execution time and memory requirements.

For the LP and SP decision methods, the major computation-
ally intensive aspect lies in the need to solve the LP problem.
There have been substantial research efforts to characterize
the complexity of solving LP problems. This question had
remained open for many years until Khachiyan [22], [23]
showed that LP is in the class g; that is, it can be solved in
polynomial time relative to the length of the binary encoding of
the input. However, it is still an open question whether a system
of linear inequalities can be solved in a number of arithmetic
operations that is polynomially bounded by the dimensions of
the system. So far, only partial results are known, such as Tardos
[24], [25]. Theoretical research in recent years had focused on
the asymptotic worst-case complexity of a problem in p, until
a breakthrough result was obtained in [27], namely, for any
fixed n, LP problems with n variables and m constraints can
be solved in O(m) time as m tends to infinity.

While these theoretical results are useful for deriving perfor-
mance bounds, practitioners often require definite results and
are more interested in the actual execution time or its distri-
bution. In addition, practitioners are concerned with memory
requirements. In this paper, we take a practical approach and
investigate both time and space complexity of the methods
presented in Sections III and IV on our prototype system.
We then generalize the results to evaluate the feasibility of
implementing these methods on a modern embedded system
platform.

To measure the execution time, we use CPU time rather
than wall-clock time since the latter is highly dependent on
the computing environment such as the operating system and
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TABLE 1
COMPLEXITY IN TERMS OF CPU TIME AND FLOPS

Method | Intel Core2 | FLOPs | ARM Cortex-A8
Baseline 26 ms 0.66 G 033 s

HB 29 ms 0.73 G 0.37 s

SD 33 ms 0.83 G 042s

LP 0.229 s 579 G 2.89 s

SP 0.652 s 16.48 G 8.24 s

coexisting applications. In order to cater to different CPU
models, we convert the measured CPU time into floating-point
operations (FLOPs). For illustration purposes, we extrapolate
the results to a high-end embedded system based on the ARM
Cortex-A8 [28], which is a processor widely used in mildly
processing-intensive domains such as smartphones and home
networking.

The computer in the prototype SG-CPS system is based on
an Intel Core2 Duo processor E§500 with a clock speed of
3.16 GHz and a computational power of 25.28 giga-FLOPs
per second (GFLOPS) (note the difference between FLOPS
and FLOPs: The capital “S” indicates “per second”). The
ARM Cortex-A8 has a clock speed of 0.6-1 GHz and is
integrated with a floating point (FP) unit of a VFPv3 archi-
tecture [29] which provides 1.3 (VFP9-S) or 2.0 (VFP10)
mega-FLOPS/MHz. This translates to a computational power of
0.78-2 GFLOPS. Hence, we are able to compute the expected
execution time on the ARM Cortex-A8 based on these specifi-
cations and the measured CPU time on the SG-CPS computer.?

Measurements of CPU time and memory usage that
are presented below were obtained using the MATLAB
profiler.

A. Execution Time

For each of the five decision methods, we obtained the
execution time by averaging over 336 runs (14 days X
24 h) and summarized the results in Table I.* We can see that
the computational cost is low for the baseline, HB, and SD
methods, while the cost for LP is significantly higher and the
cost for SP is about 3 times that of LP. The bulk of the pro-
cessing time for the SP method is spent in computing step 3 of
Algorithm 2. This points to a tradeoff between the performance
of the different decision methods in terms of grid electricity
purchasing and shortage costs (described in Section V) versus
the computational cost.

Another salient point worth noting is that while these mea-
surements are based on a MATLAB implementation,’ the final
actual deployment on an embedded system will use a compiled
form of programs written with an efficient native embedded

3SMATLAB had a £ 1ops command to readily count the FLOPs of a program,
but this was discontinued after version 5 and replaced by commands such
as tic/toc and cputime. While some researchers have developed Matlab
routines for counting FLOPs, these routines do not work with the 1inprog
function, which is the major component in the LP and SP decision methods.

4The execution time for ARM Cortex-A8 is given for the faster 2.0 GFLOPS
version.

SMATLAB programs can be sped up by implementing functions in another
language like C, compiling it with mex, and then calling that code from within
the MATLAB program. The 1inprog function shipped with MATLAB would
have been optimized in a similar manner already.

TABLE 1I
COMPLEXITY IN TERMS OF PEAK MEMORY USAGE
Method | Number of Memory usage
FP no.s (double data type)

Baseline 1,325 10.6 kB

HB 4,012 32.1 kB

SD 5,901 472 kB

LP 7.812 62.5 kB

Sp 2,927,200 23.4 MB

system language such as C. Furthermore, there are several more
mature and efficient LP solvers than the 1inprog function in
MATLAB. Therefore, while the execution times shown above
are representative, there is still room for improvement in the
final deployment.

Moreover, there are more advanced low power ARM pro-
cessors such as the ARM Cortex-A15 MPCore processor [31]
which comes with 1.5-2.5-GHz quad-core configurations and
VFPv4 FP support that can deliver several times the perfor-
mance of the ARM Cortex-AS8, which itself has already been
superseded by the ARM Cortex-A9 in some devices.

B. Memory Requirements

We also measure the memory consumption over 336 runs
using the MATLAB profiler.® Instead of taking the average
memory usage, we took the peak memory usage which is more
meaningful. The results for the five decision methods are shown
in Table II in terms of the number of FP numbers and the
memory usage in the case where the double precision 8-byte
double data type is used to represent FP numbers (as in
the case of MATLAB), including all auxiliary and temporary
variables.

Other than SP, all the methods consume only a modest
amount of memory. Even the SP method is within the capabili-
ties of most modern embedded systems that are implementable
in smart home settings. The memory usage of SP is prominent
because its internally used scenario tree (see Section IV-B1)
grows exponentially, which results in a much larger linear
program than the LP method.

Further code and memory optimizations are possible that
would reduce the memory requirements of the five decision
methods from the figures shown above. In addition, it is pos-
sible to represent FP numbers using the single precision 4-byte
float data type. In most cases, this should only result in a
slight degradation in the quality of the LP solutions.

VII. DISCUSSION

Although the work in [12] discovered persistent daily rou-
tines and patterns of consumption or baselines typical of spe-
cific weather and daily conditions which explain approximately
80% of household electricity use, there is still a fairly high
degree of variability in user electricity demand, as well as
in the supply from renewable-energy sources, which makes
it difficult to model and predict their values accurately, even

SProfiling memory usage was done through an undocumented MATLAB
feature described in [32]. The MATLAB profiler gives results in bits, and
MATLAB uses the 8-byte double data type to represent an FP number.
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with advanced methods [9]. Hence, the approach taken in this
paper is to use simple prediction methods based on historical
and real-time sensor data, coupled with optimization methods
that can handle uncertainty, i.e., multi-stage SP. The SP-based
decision method takes into account possible consequences of
the decision made at each slot and is able to take posterior
recourse actions to compensate for inaccuracy in predictions.

In the approach taken in this paper, there are two compo-
nents: 1) modeling and prediction of user demand and supply
from renewables and 2) optimization to determine the energy
purchase quantity from the main grid. Modeling techniques
such as Markov predictor [33] and Dynamic Bayesian Network
the [34] have been shown to work well in other contexts and
may be effective for the task considered in this paper. However,
these techniques do not address the optimization aspect. One
approach can be to combine these modeling techniques with the
Markov Decision Process [35] technique for control and opti-
mization. Unfortunately, these techniques are computationally
expensive and may take a long time to converge to the optimal
solution.

Hill climbing is a local search approach that makes incre-
mental improvements to a starting solution to try to reach the
optimal solution. This technique requires significantly less
computation compared to LP [37]. However, hill-climbing ap-
proaches are often trapped in local optima and are not guaran-
teed to produce the globally optimal solution. Stochastic hill
climbing makes random incremental changes to a starting so-
lution and can sometimes avoid local optima, but, nevertheless,
also cannot guarantee finding the global optimum.

On the other hand, the LP and SP methods proposed in this
paper guarantee the finding of the optimal solution that satisfies
the constraints within a finite amount of time.

VIII. CONCLUSION

In this paper, we have presented an SG-CPS which enables
ambient sensor readings of temperature, humidity, sunlight
irradiance, and wind velocity to be used to produce predictions
of user demand and supply from renewable sources. These
predictions are utilized in a decision making module that has
four decision methods which determine the quantity of grid
electricity to purchase at each time slot of the day to meet the
electrical energy demanded by household and community ap-
pliances in a cost-effective manner, while minimizing shortfalls
that would require the purchase of electricity at a significantly
higher price.

The four decision methods range from fairly simple ones that
use demand and supply predictions with limited look-ahead re-
stricted to the current time slot, to two other more sophisticated
ones that employ a longer look-ahead horizon and formulate the
grid electricity purchasing decisions as optimization problems
that are solved using LP or multi-stage SP techniques. Although
the latter two methods result in a significant reduction in the
occurrence of shortfalls while keeping the cost of purchasing
electricity from the grid low, mainly by being able to judi-
ciously purchase and store energy ahead of time, their decision
algorithms are more computationally intensive.

By carefully measuring their computation times and mem-
ory requirements on the SG-CPS platform and extrapolating
them to the capabilities of modern microprocessors used in
embedded systems, we conclude that it is feasible to implement
the prediction and purchasing decision methods proposed in
this paper on small footprint embedded energy management
systems that can be deployed in a cost-effective manner in
typical households and communities.

One possible alternative approach compared to that adopted
in this paper is to use more advanced prediction and modeling
methods, such as those mentioned in Section VII and in [9] and
[12], together with simpler optimization methods. We leave the
study and evaluation of this approach for future work.

APPENDIX
A. Model Parameters

Typical solar panels today achieve an energy conversion effi-
ciency 1 of 10%—15% [37] or 5%—18% [38]. For the PV system
under consideration, 7 = 12%. The total cell surface area of the
solar panel is A, = 20 m?, and the sunlight irradiance F,(t)
ranges from 0 to 990 W/m? corresponding to nocturnal and
diurnal times.

For the WT system, air density p = 1.23 kg/m?, turbine
blade length » = 10 m, power coefficient C), = 0.4, and wind
speed ©(t) can vary between 1 and 3 m/s.

For the battery bank, maximum storage Spa.x = 5 kWh,
charging cycle T, = 2.5 h, and Peukert constant k¥ = 1.2.

For SD demand prediction, the radius of influence R, =
16.4924.
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